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About this guide
This guide contains information about the different ways to monitor the status and 
performance of the Dell Acceleration Appliance for Databases (DAAD). This guide is 
intended for administrators responsible for server and storage systems. It is assumed 
the reader is familiar with basic server administration.

Typographical conventions
This document follows these conventions:

Convention Usage Examples

NOTE: Important additional information or 
further explanation of a topic.

NOTE:  A weekly backup is 
recommended.

CAUTION! The task or operation might have 
serious consequences if conducted 
incorrectly or without appropriate 
safeguards. If you are not an expert in 
the use of this product, consult support 
for assistance.

CAUTION! Do not change 
configuration parameters.

Bold A command or system input that you 
type, or text or a button you click on a 
graphical user interface (GUI).

Click Help for details about disaster 
recovery.

Italic Italic font indicates any of the 
following:

• A term with a specific meaning in the 
context of this document.

• Emphasis on specific information.

• Reference to another document.

• Variables in a syntax statement for 
which values are substituted.

Detailed information about disaster 
recovery methods is available in the 
Administrator Guide.

network:ping hostname

Courier System output, file names or path 
names.
Bold Courier for commands typed by 
user.

> Recovery in progress

network:ping 10.1.100.14

< > 
Angle Brackets 

A required entry or variable parameter installer-<version#>.run

Square   [ ] 
Brackets

An optional entry or variable 
parameter.

tar [zxvf] file.tgz

Curly     { } 
Brackets 

A list of options separated by a the 
pipe symbol "|" from which any one 
must be selected.

Click { OK | Cancel }.
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1

Monitoring DAAD
There are three graphical user interfaces (GUIs) that enable you to monitor the activity 
and performance of the Dell Acceleration Appliance for Databases:

• Dell Acceleration Appliance for Databases web interface

• Oracle Enterprise Manager (OEM)

• Ganglia
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The DAAD web interface
The Dell Acceleration Appliance for Databases web interface is a GUI that can be 
accessed from a URL on the appliance. This URL is displayed on the console after initial 
configuration is complete, and is generally the hostname of the appliance or its IP 
address. 

For information about accessing the Dell Acceleration Appliance for Databases, see the 
Dell Acceleration Appliance for Databases GUI Guide.
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Oracle Enterprise Manager
Oracle Enterprise Manager (OEM, 12c Cloud Control) is an Oracle management suite 
that allows the database administrator to manage and monitor all aspects of both 
Oracle and non-Oracle targets.

For more information, see About the Oracle Enterprise Manager plug-in on page 11 and 
the subsequent chapters on installing and using the application.
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Ganglia
Ganglia is an open source monitoring application that can provide performance and 
status information about the Dell Acceleration Appliance for Databases by using www-
based administration console. For more information, see About Ganglia on page 47 and 
the subsequent chapters on installing and using the interface.
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2

About the Oracle Enterprise Manager 
plug-in
Oracle Enterprise Manager (OEM, 12c Cloud Control) is an Oracle management suite 
that allows the DBA to manage and monitor all aspects of both Oracle and non-Oracle 
targets. It is used extensively to tune overall performance by identifying bottlenecks in 
monitored targets. The Dell Acceleration Appliance for Databases plug-in for OEM 
enables OEM to display information and statistics, such as volume and link 
performance, directly from the storage array. 

Version 12.1.0.1 of the plug-in is compatible with the following:

• ION Accelerator Agent v12.1.0.1

• Oracle Management Server (OMS) versions 12.1.0.1, 12.1.0.2, and 12.1.0.3 

How it works
The plug-in operates according to the following basic process:

1 The plug-in defines the data to be requested from the ION Accelerator agent 
(included in the Dell Acceleration Appliance for Databases software).

2 The agent collects the data and sends it to OMS (Oracle Management Services).

3 OMS stores the data in the database repository.
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4 The plug-in displays the data stored in OMS by using the OEM GUI.

What it captures
The plug-in can display a wide variety of information from the Dell Acceleration 
Appliance for Databases software. The example screen shot shows the All Metrics 
screen in OEM, with information categories from Dell Acceleration Appliance for 
Databases.

The default granularity for data gathering is five minutes, which can be configured by 
the user.

For examples of the pages and reports available with this plug-in, see Using the OEM 
plug-in on page 29.
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Installing and configuring the OEM 
plug-in
Prerequisites 
To install and configure the Dell Acceleration Appliance for Databases plug-in for OEM, 
certain prerequisites must be fulfilled. 

DAAD requirements 
• The Dell Acceleration Appliance for Databases software must be version 2.0 or. 

above.

• The Ethernet connection in the Dell Acceleration Appliance for Databases must be 
assigned an IP address that is accessible by Oracle Management Server.

• The hostnames for both Dell Acceleration Appliance for Databases and OMS must 
be resolvable by DNS or /etc/hosts.

Compatibility guidelines
The following table shows the current compatibility matrix that has been tested. More 
OS types are supported than noted here, so the metrics will be qualified and updated as 
appropriate hereafter. The current certification matrix is available at 
https://support.oracle.com.

Table 3-1. DAAD Plug-in Version 12.1.0.1 Release 2.3.01

DAAD OEM 
Agent Version

OMS Version 
12.1.0.1

OMS Version 
12.1.0.2

OMS Version 
12.1.0.3 OMS OS Tested

12.1.0.1 Yes Yes Yes Win2008 R2

Win 2012

OEL 6.x

RHEL 6.x

SLES 11 SP3

https://support.oracle.com
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Installing the plug-in with DAAD
The Dell Acceleration Appliance for Databases software contains the necessary Oracle 
agent. Complete the steps in this section to enable the custom OEM agent:

1 Log in to the command line interface (CLI) for DAAD as an admin user.

2 Run the following command to enable and configure the Oracle agent:
admin@ion-sm2/> manage:oem enable --oms-host=<oms_server_address> --oms-
port=4904

3 Enter the Agent Registration password when the CLI prompts. (You may have to 
contact your OEM administrator for the password.)

4 After the installation completes, log in to the OEM console.

In OEM, the All Targets view shows the default target types as available (UP).

For more information about the manage:oem command and the Dell Acceleration 
Appliance for Databases command-line interface, see the Dell Acceleration Appliance 
for Databases CLI Reference Guide. Figure 3-1 provides a summary of the manage:oem 
command.

https://192.168.2.65:7803/em/
https://192.168.2.65:7803/em/
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Figure 3-1. Summary of manage:oem CLI command

Disabling the Oracle agent
If the agent install is unsuccessful, or is partially successful, you can remove the agent 
by entering the CLI command: oem:disable

Installing the plug-in with Oracle

Importing the plug-in
1 Log in to dell.com/support/home and download the ION Accelerator plug-in.

2 Copy the downloaded plug-in to a directory on the OMS host server.  

3 Set up the Enterprise Manager Command Line (EM CLI) utility. From 
the Setup menu, click Command Line Interface. Follow the instructions outlined on 
the Enterprise Manager Command Line Interface Download page.

NOTE: EM CLI requires Java 1.6 or later.

4 Set up the software library by clicking Setup > Provisioning and Patching > Software 
Library > Add, and then provide a local file system for the library.

http://www.dell.com/support/home


16

Deploying the plug-in
There are two ways you can deploy the plug-in:

• Deploy the plug-in to the server and agent

• Deploy the plug-in on the management server

Deploying the plug-in to the server and agent

NOTE: As an alternative, you can deploy the plug-in to the server and agent 
by using OMS.

1 Add emcli to the current path, or cd to the emcli installation directory.

2 Run the following commands:
./emcli import_update -file=/tmp/12.1.0.1.0_sandisk.ion.xion_2000_0.opar 
-omslocal

./emcli deploy_plugin_on_server -plugin=sandisk.ion.xion 
-sys_password=Password -repo_backup_taken

./emcli deploy_plugin_on_agent -agent_names=ion2.int.fusionio.com:3872 
-plugin=sandisk.ion.xion

Deploying the plug-in on the management server
1 Log in to OEM as sysman (administrator) by using a web browser. For example, 

https://192.168.2.65:7803/em/
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After login, the OEM homepage is displayed:

2 In the upper-right corner of the page, click Setup > Extensibility > Plug-ins

3 From the Plug-ins page, expand the Servers, Storage and Network folder.
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4 Right-click SanDisk ION Accelerator and click Deploy On > Management Servers.

The Deploy Plug-in Management Servers wizard is displayed. 

5 Enter the Repository SYS password to add the plug-in on OEM server.

6 Click Continue.
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7 After the prerequisite checks are finished, click Next on the Prerequisite Checks 
screen.

8 Click Deploy to start the deployment process.



20

The deployment is complete. 

9 Click Show Status to view the progress of the deployment.
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Deployment status is similar to the sample screenshot given here.:

Deploying the plug-in on management agent
1 From the main screen. expand the folder Servers, Storage and Network.
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2 Right-click SanDisk ION Accelerator, and then click Deploy On > Management 
Agent. 

3 Continue through the basic screens, clicking the ION agents you want to deploy, 
which are identified by the ION host name. 
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4 On the Confirmation screen, click Show Status to view the deployment status.

In this example, the status shows that the deployment is pending (timer symbol in the 
Status column).
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In the next example, the status shows that the deployment is finished (checkmark in 
the Status column).

Adding a target
1 From the homepage, click Setup > Add Target > Add Targets Manually.

2 Click Add Targets Declaratively by Specifying Target Monitoring Properties.

3 From the Target Type drop-down menu, select SanDisk ION Accelerator.
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4 To search for an agent (that you deployed on DAAD), click the Search icon to the 
side of the Monitoring Agent box.

5 Click the magnifying glass on the screen which will enable you to click the desired 
agent (the same agent deployed and identified by the Dell Acceleration Appliance 
for Databases host name). 

6 Click Add Manually.
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7 Enter the relevant information, including the Oracle user and password (created 
when configuring ION for Oracle). 

8 Click OK.
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9 Click Close.
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Undeploying and removing the plug-in
To reverse a deployment of the plug-in:

1 Log in to OEM as sysman (administrator) by using a web browser. For example, 
https://192.168.2.65:7803/em/

2 Navigate to Setup > Extensibility > Plug-ins.

3 Expand the storage folder.

4 Right-click the ION Plug-in and click Undeploy From.

5 Click Management Agent, and then Management Server to undeploy from both 
locations.

6 To delete the plug-in, navigate to Setup > Extensibility > Self Update.

7 Click Plug-in (in the Type dialog box).

8 Enter ION for a search description.

9 Click Remove from the Action drop-down menu.
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4

Using the OEM plug-in
Opening the plug-in

1 Log in to Oracle Enterprise Manager.

2 Click All Targets from the Targets menu.
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3 Select SanDisk ION Accelerator from the list of targets to load the plug-in 
homepage.

Metrics data granularity and graph refresh timing
The Dell Acceleration Appliance for Databases Plug-in displays multiple metrics, with 
various graphs displaying data gathered from Dell Acceleration Appliance for 
Databases and stored by the OMS. There is much more information gathered and 
stored than is displayed in the pre-defined plug-in pages. Therefore, OEM 
administrators can create customized reports to match the environment and its specific 
requirements. 

When reviewing the plug-in default pages or defining custom reports, it is important to 
understand the timing of collection of the DAAD data and the default metrics refresh 
rate.

Data collection period
The default data collection period for the plug-in is five minutes (as suggested by 
Oracle’s documentation). For data measured in a per-second granularity, the plug-in 
automatically averages the data over the collection period. For example, when an I/O 
performance figure is retrieved from the collected data, it would reflect the average 
IOPS over the collection period — by default, five minutes.

This collection period can be changed by the OEM Administrator, and the plug-in will 
support periods as short as one minute.
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Metric update period
The default timing for metrics, graphs, table updates, and refresh timing depends on 
the specific metrics, as well as any custom report metrics defined by the user.

The timing of metrics for various pages is shown in the following tables (m=minutes, s=
seconds).

NOTE: When a manual refresh is required, click the circular arrow icon in the 
upper-right corner (  ).

Home Page Metrics

Performance IOPS Page Metrics

Metrics Data Collection Granularity Metric update timing

Availability and status 1m — Default OEM 
‘Heartbeat’

Instant upon detection

Incidents and Problems 5m for Dell Acceleration 
Appliance for Databases-
related errors; stored, 
instant for OEM- related 
errors

Instant upon detection

Array processor use (24hr) 5m — stored Manual refresh required

IO Performance (24hr) 5m — stored Manual refresh required

Resource summary 
(pie chart)

5m — stored Automatic — circa every 
30s

LUNs (table) 15s (not stored) Automatic — circa every 
60s

Metrics Data Collection Granularity Metric update timing

Target Port Read Performance Every 5m — stored Graph updates in 15m intervals, 
adding 3 x 5m data points to 
the graph. Requires manual 
refresh.

Target Port Write Performance Every 5m — stored Graph updates in 15m intervals, 
adding 3 x 5  m data points to 
the graph. Requires manual 
refresh.

24hr IO performance Every 5m — stored Graph updates in 15m intervals, 
adding 3 x 5 minute data 
points to the graph. Requires 
manual refresh.

Volumes performance Every 15 s — not stored Automatic — circa every 15s
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Performance Bandwidth Page Metrics

Storage Pool Page Metrics

Metric data retention period
The data collected by the Dell Acceleration Appliance for Databases Plug-in is stored 
along with data collected by all plug-ins within an OEM repository, which by default is 
purged every 31 days. This can be changed if required by the OEM administrator.

Primary pages
Opening the plug-in displays the homepage. On the home page, you can access a range 
of statistics and details. The plug-in is designed to be equally informative and useable 
by anyone with little or no OEM experience. 

Metrics Data Collection Granularity Metric update timing

Target Port Read Performance Every 5m — stored Graph updates in 15m intervals, 
adding 3 x 5m data points to 
the graph. Requires manual 
refresh.

Target Port Write Performance Every 5m — stored Graph updates in 15m intervals, 
adding 3 x 5m data points to 
the graph. Requires manual 
refresh.

24hr MBs performance Every 5m — stored Graph updates in 15m intervals, 
adding 3 x 5m data points to 
the graph. Requires manual 
refresh.

Volumes performance Every 15s — not stored Automatic — circa every 15s

Metrics Data Collection Granularity Metric update timing

Pool capacity (bar chart) Every 5mins — stored Automatic — circa 30s

Pool Performance (IOPS) 
Graph

Every 5mins — stored Graph updates in 15m intervals, 
adding 3 x 5m data points to 
the graph. Requires manual 
refresh.

Pool Performance (Bandwidth) 
— Graph

Every 5mins — stored Graph updates in 15m intervals, 
adding 3 x 5m data points to 
the graph. Requires manual 
refresh.

Pool Details — Table Every 15s — not stored Automatic — circa 15s

Detail pool & volume 
performance

Every 15s — not stored Automatic — circa 15s
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Four key primary pages display the most relevant information in a clear and concise 
method:

• Home (the default page)

• Performance MB

• Performance IO

• Pool Details 

These are described in detail in the following pages and can be easily accessed from the 
menu:
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Homepage 
The Homepage provides an overall summary and snapshot of the Dell Acceleration 
Appliance for Databases over a period of time (the default is 24 hours). The main 
sections of the page are identified in the example.

Summary 
The Summary metric identifies the Dell Acceleration Appliance for Databases being 
assessed, current status, current uptime, and hostname.
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Incidents and problems 
The Incidents and Problems section provides a historical log of Dell Acceleration 
Appliance for Databases and DAAD Agent errors that OEM considers as critical.

Storage processor utilization
The Storage Processor Utilization section shows a historic log of Dell Acceleration 
Appliance for Databases processor utilization. This enables the DBA to determine the 
overall load on the DAAD and to determine whether or not the processor load has any 
relation to any periods of low database performance. The time intervals captured are 
two hours apart.
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Performance 
The Performance section, also explained in detail later, provides an overall summary of 
the Dell Acceleration Appliance for Databases performance. The information here is 
based on IOPS, not bandwidth (MBps), and the time-capture interval is one hour. 

Summary of resource 
The Summary of Resource section provides a pie chart representation of the total 
capacity resources (storage pools) as free or used disk space.
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LUNs
The LUNs section provides an overview of the current LUNs. The following attributes 
are displayed:

• Export: (Internal usage)

• Volume ID: Name of the volume (within the storage pool) that is the LUN 
destination

• Capacity (GB): Size of the LUN in GB

• LUN ID: Target ID, depending on the protocol used. For example, Fibre Channel 
uses the WWN of the LUN.

• LUN: Logical Unit Number

• Allowed Hosts: If the LUN is grouped, this attribute show the ID (WWN, IQN, or 
GUID) for each host that can see the LUN.

• Connected Hosts: ID (WWN, IQN, or GUID) of each host actively connected to the 
LUN

Performance pages
There are two performance pages: one shows the IO performance (IOPS) and the 
second shows the bandwidth performance (MBps). Both pages have a similar layout.
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The example page shows the layout of the performance screens, with the top two 
metrics showing the read and write performance of each target port within the ION 
Host. 

Target port performance 
A sample Target Port Performance chart is shown, with a time interval set to four 
minutes.
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When reviewing storage performance, it is important to identify the load on each 
available port. Given that each port has hardware or topology performance limits, it is a 
normal practice to distribute the load over multiple ports (paths), providing the best 
performance and availability.

Monitoring the load on individual ports can help you improve performance. Customer 
Support can also assist in this process.

DAAD overall performance
The Dell Acceleration Appliance for Databases Overall Performance metrics show a 
historic graph of the overall read and write performance, which is useful for ascertaining 
trends and performance profiles. 
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The figures are for MBps or IOps, based on the performance page being reviewed.

Volume performance 
The volume performance metrics provide more accurate individual volume 
performance data, which are highly useful when reviewing storage performance. The 
table fields are Volume Name, Pool, LUN USN, Dell Acceleration Appliance for 
Databases Internal UUID, Capacity (GB), Read MB/s, Write MB/s, Read IOPS, and Write 
IOPS. 

NOTE: These figures are gathered every 15 seconds, but they are not stored 
for historical review. Only the figures gathered at the defined collection time 
(default of 5 minutes) are stored.

Sorting volume performance order  
By default, the Volume Performance tables are ordered by volume name, but this can 
be changed by clicking the appropriate column. For example, it may be useful to 
identify the volumes in order of performance, as in the second example.
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Sorted by volume name:

Sorted by volume performance (read MBps, descending order):



42

Storage pool page
The storage pool page, displays the used and available capacity for the storage pool(s) 
and individual volumes. It also shows IOPS and bandwidth performance for storage 
pools.
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Pool capacity
The Pool capacity graph shows the free disk space (blue) and used disk space (tan) for 
each Dell Acceleration Appliance for Databases storage pool, in GB.

Pool performance, IOPS
The performance graph near the top of the page shows read and write IOPS for each 
storage pool. The chart uses three-minute time intervals for plotting data. 
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Pool performance, bandwidth
The performance graph in the middle of the page shows read and write bandwidth 
(MBps) for each storage pool. The chart uses three-minute time intervals for plotting 
data.

Pool details
The Pool Details table shows the following fields: Pool ID, Storage Profile, Free Space 
(GB), Pool Capacity (GB), Devices (for example, fioa, fiob), Read IOPS, Write IOPS, 
Read Bandwidth (MBps), and Write Bandwidth (MBps)

Pool detailed usage per volume
The Pool Detailed Usage per Volume table shows the following fields: Pool ID, Volume 
Name, LUN USN, and Dell Acceleration Appliance for Databases Internal UUID.

Drill-down pages
In addition to the four primary pages, the plug-in has a number of additional pages that 
display the data and statistics used to create all the metrics shown earlier. These 
screens provide much more detail and enable the user to drill down to find very specific 
information.

Using such drill-down pages is common practice with Oracle DBAs. While it is beyond 
the scope of this guide to cover the many possible screens and variations, the following 
example helps to demonstrate the plug-in’s flexibility and granularity.
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To access the drill-down options from the Homepage, click Monitoring > All Metrics. 
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The following screenshot compares the read MBps performance of two selected 
volumes. 
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5

About Ganglia
Beginning with firmware version 2.5.1, the Dell Acceleration Appliance for Databases is 
compatible with Ganglia, an Open Source monitoring application that enables the user 
to observe the performance and status of your DAAD through the Ganglia www-based 
administration console. (For more information about Ganglia refer to 
http://www.ganglia.info/.)

The Dell Acceleration Appliance for Databases is pre-configured with a Ganglia 
monitoring daemon (gmond) which, after it is enabled by the user, will automatically 
provide the Ganglia server with the information performance and usage data.

Prerequisites
• Dell Acceleration Appliance for Databases firmware version 2.5.1 or higher

• A Ganglia server (receiver) running in Unicast mode (Multicast mode is not 
supported)

• Network connectivity between the Dell Acceleration Appliance for Databases and 
the Ganglia server

• The user have familiarity with Ganglia and its administration

Additional reference materials are available for Ganglia at https://github.com/ganglia/.

http://www.ganglia.info/
https://github.com/ganglia/
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Configuring Ganglia
Ganglia can be configured on the console of the Dell Acceleration Appliance for 
Databases using the manage:ganglia CLI command.

To configure Ganglia:

1 Log in to the Dell Acceleration Appliance for Databases console with the admin 
user account.

For example, if the IP address of the appliance were 10.1.100.10, enter

ssh admin@10.1.100.10

2 At the CLI, enter
manage:ganglia --host <GangliaServerAddress> --port <portNum> enable

where 

GangliaServerAddress—is the hostname or IPaddress of the Ganglia agent

port—is the port that the Ganglia agent should use for server communication

For example, if your Ganglia server had an address of 10.1.100.27 and was configured 
to communicate on port 8660, enter

manage:ganglia --host 10.1.100.27 --port 8660 enable

The Ganglia monitoring daemon is now enabled on the Dell Acceleration Appliance for 
Databases and is communicating with the Ganglia agent.

About the manage:ganglia command
The capabilities and options of the manage:ganglia command are described in the Dell 
Acceleration Appliance for Databases CLI Guide. For convenience, they are reproduced 
here also.

manage:ganglia
Manage the Ganglia monitoring daemon on the Dell Acceleration Appliance for 
Databases.

Syntax

manage:ganglia [options] <verb>



50

Options

Common Options

--help-all to see information on --url

--display

--display-table

--display-list

--display-xml

--display-json

--display-wide

--display-brief

--display-csv

--display-flavor

--wiki

--window

--output-file

--output-scp

--output-ssh

--output-share

--output-usb

Arguments

disable Disables the Ganglia integration

enable Enables the Ganglia integration

start Starts the Ganglia agent

status Shows the status of the Ganglia agent

stop Stops the Ganglia agent

–-host Ganglia Server IP Address (required for enable)

–-port Ganglia Port Number (required for enable)
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Examples

To enable the Ganglia integration with a server located at 192.168.1.42 which is using 
port 8660:

manage:ganglia --host 192.168.1.42 --port 8660 enable

To view the status of the Ganglia agent:

manage:ganglia status

agent:

manage:ganglia status
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Using Ganglia
Point your browser to your Ganglia server (for example, http://<ip-address>/ganglia) 
and the default client node graphs are displayed.

To view a particular Dell Acceleration Appliance for Databases graph, click the 
particular node you want from the Choose a Node drop-down menu. You can now use 
standard Ganglia features to view and create a range of views to suit your requirements.

A complete list of the data provided by the Dell Acceleration Appliance for Databases is 
provided in "DAAD metrics information" on page 58.

For more information about Ganglia, refer to reference materials at 
https://github.com/ganglia/.

https://github.com/ganglia/
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Example screens

Main page
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Drive reports
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IOPS performance report
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Storage pool report
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DAAD metrics information
Table 7-1 provides a complete list of the data and information provided by the Dell 
Acceleration Appliance for Databases. All the information is available for user reports.

Table 7-1. DAAD data and information 

Collection 
Group Category Metric 

Type Metric Metric Name Metric 
Unit

Value 
Type

status ion errors ion_errors ION current errors nr snapshot

status ion warnings ion_warnings ION Current warnings nr snapshot

resource ion spidle ion_spidle ION Accelerator SP idle - % % snapshot

resource ion spiowait ion_spiowait ION Accelerator SP iowait (%) % snapshot

resource ion spuse ion_spuse ION Accelerator SP use (%) % snapshot

resource ion memory
usage

ion_memoryusage Memory usage (%) % snapshot

storage_space ionss space-
used

ionss_space-used ION Space Used GB snapshot

storage_space ionss space-
free

ionss_space-free ION Space Free GB snapshot

drives_perf iondrives readio iondrives_readio_[drive_uuid] Read IO/s IO/s average

drives_perf iondrives writeio iondrives_writeio_[drive_uuid] Write IO/s IO/s average

drives_perf iondrives readmb iondrives_readmb_[drive_uuid] Read MB MB/s average

drives_perf iondrives writemb iondrives_writemb_[drive_uuid] Write MB MB/s average

drives iondrives errors iondrives_errors_[drive_uuid] Drives errors nr snapshot

drives iondrives warnings iondrives_warnings_[drive_uuid] Drive warnings nr snapshot

drives iondrives tempera
ture

iondrives_temperature_[drive_uui
d]

Drive temperature degre
es 
(C)

snapshot

pools_perf ionpools readio ionpools_readio_[pool_id] Read IO/s IO/s average

pools_perf ionpools writeio ionpools_writeio_[pool_id] Write IO/s IO/s average

pools_perf ionpools readmb ionpools_readmb_[pool_id] Read MB MB/s average

pools_perf ionpools writemb ionpools_writemb_[pool_id] Write MB MB/s average

pools ionpools errors ionpools_errors_[pool_id] Pools errors nr snapshot

pools ionpools warnings ionpools_warnings_[pool_id] Pools warnings nr snapshot

io_perf ionioperformance readio ionioperformance_readio Read IO/s IO/s average

io_perf ionioperformance writeio ionioperformance_writeio Write IO/s IO/s average

io_perf ionioperformance readmb ionioperformance_readmb Read MB MB average

io_perf ionioperformance writemb ionioperformance_writemb Write MB MB average

volumes_perf ionvolumes readio ionvolumes_readio_[volume_id] Read IO/s IO/s average
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volumes_perf ionvolumes writeio ionvolumes_writeio_[volume_id] Write IO/s IO/s average

volumes_perf ionvolumes readmb ionvolumes_readmb_[volume_id] Read MB MB average

volumes_perf ionvolumes writemb ionvolumes_writemb_[volume_id] Write MB MB average

volumes ionvolumes errors ionvolumes_errors_[volume_id] Volume errors nr snapshot

volumes ionvolumes warnings ionvolumes_warnings_[volume_id] Volume warnings nr snapshot

targets_perf iontargets readio iontargets_readio_[target_uuid] Read IO/s IO/s average

targets_perf iontargets writeio iontargets_writeio_[target_uuid] Write IO/s IO/s average

targets_perf iontargets readmb iontargets_readmb_[target_uuid] Read MB MB/s average

targets_perf iontargets writemb iontargets_writemb_[target_uuid] Write MB MB/s average

targets iontargets errors iontargets_errors_[target_uuid] Target errors nr snapshot

targets iontargets warnings iontargets_warnings_[target_uuid
]

Target warnings nr snapshot

Table 7-1. DAAD data and information  (continued)

Collection 
Group Category Metric 

Type Metric Metric Name Metric 
Unit

Value 
Type
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Contacting technical support
Dell Acceleration Appliance for Databases drivers, utilities, and related documentation 
are available at:

dell.com/support/home

Dell provides several online and telephone-based support and service options. 
Availability varies by country and product, and some services may not be available in 
your area. To get help with your Fusion ioMemory devices, contact your Dell Technical 
Service representative or access the Dell Support website.

Choose the method of contacting Dell that is convenient for you.

NOTE: The safety information that shipped with your system provides 
important safety and regulatory information. Warranty information may be 
included within this document or as a separate document.

http://www.dell.com/support/home
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